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Abstract

Limit theorems as well as other well-known results in probability
and statistics are often based on the distribution of the sums of
independent random variables. The concept of sub-independence,
which is much weaker than that of independence, is shown to be
sufficient to yield the conclusions of these theorems and results. It
also provides a measure of dissociation between two random variables
which is much stronger than uncorrelatedness. We define the concepts
of max-sub-independence, conditionally sub-independence and present
certain characterizations of distributions based on these concepts as
well as that of sub-independence.
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1 Introduction

Limit theorems as well as other well-known results in probability and

statistics are often based on the distribution of the sums of independent

(and often identically distributed) random variables rather than the joint

distribution of the summands. Therefore, the full force of independence of

the summands will not be required. In other words, it is the convolution of

the marginal distributions which is needed, rather than the joint distribution

of the summands which, in the case of independence, is the product of the

marginal distributions. This is precisely the reason for the statement: “why

assume independence when you can get by with sub-independence”.

The concept of sub-independence can help to provide solution for some

modeling problems where the variable of interest is the sum of a few

components. Examples include a regression model Y = g (X) + ε where

g (X) and ε are uncorrelated and may not be independent. For example,

in Bazargan et al. (2007), the return value of significant wave height (Y )

is modeled by the sum of a cyclic function of random delay D, ĝ(D) and a

residual term ε̂. They found that the two components are uncorrelated but

not independent and used sub-independence to compute the distribution of

the return value. For a detailed study of the concept of sub-independence,

we refer the reader to Hamedani (2013). The concepts of conditional

independence, conditional association and conditional mixing for sequences

of random variables are studied in Prakasa Rao (2009). It is known that if a

sequence of random varibles is independent, it need not be conditionally

independent and vice versa. We introduce the notion of conditional-

sub-independence and obtain some characterizations of distributions for

random variables which are conditionally sub-independent. In addtion, we

introduce the property of max-sub-independence for a finite set of random

variables and obtain a characterization of distributions through max-sub-

independence property.
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2 Preliminaries

Definition 2.1: Two random variables X and Y are said to be sub-

independent if

ϕX,Y (t, t) = ϕX+Y (t) = ϕX(t)ϕY (t), t ∈ R

where ϕX(.) denotes the characteristic function of the random variableX and

ϕX,Y (., .) denotes the joint characteristic function of the bivariate random

vector (X,Y ). A set of random variables X1, X2, . . . , Xk are said to be sub-

independent if every subset of them is sub-independent, that is

ϕXi1
,...,Xim

(t, . . . , t) = ϕXi1
+...+Xim

(t) = Πm
r=1ϕXir

(t), t ∈ R

for all {i1, . . . , im} ⊂ {1, . . . , k} and for all m, 2 ≤ m ≤ k.

Definition 2.2: Two random variables X and Y are said to be conditionally

sub-independent given Z = z if

ϕX,Y (t, t; z) = ϕX+Y (t; z) = ϕX(t; z)ϕY (t; z), t ∈ R

where ϕX(.; z) denotes the conditional characteristic function of the random

variable X given Z = z and ϕX,Y (., .; z) denotes the conditional joint

characteristic function of the bivariate random vector (X,Y ) given Z = z.

A set of random variables X1, X2, . . . , Xk are said to be conditionally sub-

independent given Z = z if every subset of them is conditionally sub-

independent given Z = z , that is

ϕXi1
,...,Xim

(t, . . . , t; z) = ϕXi1
+...+Xim

(t; z) = Πm
r=1ϕXir

(t; z), t ∈ R

for all {i1, . . . , im} ⊂ {1, . . . , k} and for all m, 2 ≤ m ≤ k.

Definition 2.3 : Two random variables X and Y are said to be max-sub-

independent if

P (max(X,Y ) ≤ x) = P (X ≤ x, Y ≤ x) = P (X ≤ x)P (Y ≤ x), x ∈ R.
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A set of random variables X1, X2, . . . , Xk are said to be max-sub-independent

if every subset of them is max-sub-independent, that is

P (Xi1 ≤ x, . . . ,Xim ≤ x) = Πm
r=1P (Xir ≤ x), x ∈ R

for all {i1, . . . , im} ⊂ {1, . . . , k} and for all m, 2 ≤ m ≤ k.

The concept of sub-independence for random variables was introduced

by Durairajan (1979). For an expository perspective on sub-independent

random variables, see Hamedani (2013). Characterizations of probability

distributions based on conditionally independent random variables were

discussed in Prakasa Rao (2009, 2013). We introduce now the concept

of max-sub-independence following the ideas of max-infinitely divisible and

max-stable random variables. Note that the concept of sub-independence

is weaker than the concept of independence for random variables and

conditional independence does not imply independence and vice versa (cf.

Prakasa Rao (2009)).

3 Characterizations

We now state and prove three characterization theorems for probability

distributions when sub-independence, conditional sub-independence or max-

sub-independence is present.

Theorem 3.1: Let X1, X2 and X3 be sub-independent identically

distributed random variables. Let Y1 = αX1+X2 and Y2 = (1−α)X1+X3.

Suppose the characteristic function of Y1 + Y2 does not vanish. Then the

distribution of the random variable Y1 + Y2 determines the characteristic

function of X1 up to a cube root of unity.

Proof : It is obvious that the joint characteristic function of (Y1, Y2) is

ϕY1,Y2(t1, t2) = E[exp{it1(αX1 +X2) + it2((1− α)X1 +X3)}], t1, t2 ∈ R

= E[exp{i(αt1 + (1− α)t2)X1 + iX2t1 + iX3t2}], t1, t2 ∈ R



JI
SA
-D
R
A
FT

Characterizations of probability distributions ... 5

= ϕX1,X2,X3(αt1 + (1− α)t2), t1, t2), t1, t2 ∈ R.

In particular, choosing t1 = t2 = t ∈ R, we get that

ϕY1,Y2(t, t) = ϕY1+Y2(t) = ϕX1,X2,X3(t, t, t)

= ϕX1(t)ϕX2(t)ϕX3(t) (by sub-independence of X1, X2 and X3)

= [ϕX1(t)]
3 (by the identical distribution of X1, X2 and X3)

Let W1,W2 and W3 be identically distributed random variables which are

sub-independent. Let V1 = αW1 +W2 and V2 = (1− α)W1 +W3. Then

ϕV1,V2(t, t) = ϕV1+V2(t) = [ϕW1(t)]
3, t ∈ R. (3.1)

Suppose the distribution of Y1 + Y2 is the same as that of V1 + V2 .

Then the characteristic functions of Y1 + Y2 and V1 + V2 are the same.

The relations obtained above imply that the characteristic functions of the

random variables X1 and W1 are non zero and have the same third power.

Hence they are equal up to a cube root of unity.

The next theorem is analogous to Theorem 3.1 but deals with conditional

sub-independent random variables. We omit the proof of Theorem 3.2 as it

can be proved along the lines of proof of Theorem 3.1 using conditional

characteristic functions.

Theorem 3.2: Let X1, X2 and X3 be conditionally sub-independent

identically distributed random variables given a random variable Z = z.

Let Y1 = αX1 + X2 and Y2 = (1 − α)X1 + X3. Suppose the conditional

characteristic function of Y1 + Y2 does not vanish. Then the distribution

of the random variable Y1 + Y2 given Z = z determines the conditional

characteristic function of X1 given Z = z up to a cube root of unity..

The following result characterizes probability distributions through the

max-sub-independence property.
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Theorem 3.3: Let X1, X2, X3 be max-sub-independent identically

distributed random variables. Let Y1 = max(X1, X2) and Y2 =

max(X1, X3). Then the joint distribution of max(Y1, Y2) uniquely determines

the distributions of X1.

Proof : It is obvious that

P (max(Y1, Y2) ≤ x) = P (Y1 ≤ x, Y2 ≤ x)

= P (max(X1, X2) ≤ x,max(X1, X3) ≤ x)

= P (X1 ≤ x,X2 ≤ x,X3 ≤ x)

= P (X1 ≤ x)P (X2 ≤ x)P (X3 ≤ x) (by max-sub-independence)

= [P (X1 ≤ x)]3 (since X1, X2, X3 are identically distributed)

and hence

P (X1 ≤ x) = [P (max(Y1, Y2) ≤ x)]1/3, x ∈ R.

Remark: The result in Theorem 3.3 also holds for two max-sub-independent

identically distributed random variables X1 and X2 in the sense that the

distribution of max(X1, X2) determines the distribution of the component

X1 uniquely.

4 Examples

We now present some examples of sub-independent random variables and

remarks on max-sub-independent random variables.

Example 4.1: Let X and Y be identically distributed random variables

with support on the integers {1, 2, 3} and joint probabilities pij = P (X =

i, Y = j) given by p11 = p22 = p33 = 1/9, p21 = p32 = p13 = 2/9 and

p12 = p23 = p31 = 0. It can be checked that the random variables x and

Y are sub-independent where as the random variables X and −Y are not

sub-independent.
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Example 4.2 : Let (X,Y be a bivariate random vector with joint

characteristic function given by

ϕX,Y (t1, t2) = exp{−(t21 + t22)/2}[1 + βt1t2(t1 − t2)
2 exp{(t21 + t22)/4}]

for −∞ < t1, t2 < ∞ for suitable constant β. It can be shown the random

variables X and Y are sub-independent with standard normal distribution

and the random variable X + Y has the normal distribution with mean

zero and variance 2. However the random variables X and −Y are not

sub-independent and the random variables X − Y does not have a normal

distribution.

For additional examples and a comprehensive survey of properties of

sub-independent random variables, see Hamedani (2013).

Recall that two random variables X and Y are said to be max-sub-

independent if

FZ(z) = FX(z)FY (z), z ∈ R

where Z = max(X,Y ) and FX(.) denotes the distribution function of X. If,

in addition, the random variables X and Y are identically distributed, then

FZ(z) = [FX(z)]2.

If the random variable X has a probability density function fX , the then the

random variable Z will also have a probability density function fZ , and it is

easy to see that

fZ(z) = 2fX(z)FX(z), z ∈ R.

Suppose that the random variables X and Y arte max-sub-independent with

common distributionN(0, σ2), thenthe random variabl;e Z = max(X,Y ) has

a probability density and it is given by

fZ(z) =
2

σ
ϕ(

z

σ
)Φ(

z

σ
), z ∈ R

where ϕ(.) and Φ(.) denote the standard normal density function and

standard normal distribution function respectively. Hence the random

variable Z has a skew-normal disatribution with parameter λ = 1.
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